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HIGHLIGHTS

- Creep rate and time to rupture of over 1000 tests on different heats are presented.
- Creep rate has been fit with a modified sinh correlation.
- Time to rupture was fit with the Larson-Miller parameter separately for a low and high temperature regime.
- Time to rupture and creep rate were correlated with the Monkman-Grant relation.
- Low temperature data is compared to 316L data, high temperature data to D9 dynamic recrystallization data.
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ABSTRACT

This paper presents a large database of thermal creep data from pressurized unirradiated DIN 1.4970 Ti-stabilized austenitic stainless steel (i.e. EN 1515CrNiMoTiB or “15-15Ti”) cladding tubes from more than 1000 bi-axial creep tests conducted during the fast reactor R&D program of the DeBeNe (Deutschland-Belgium-Netherlands) consortium between the 1960’s to the late 1980’s. The data comprises creep rate and time-to-rupture between 600 and 750 °C and a large range of stresses. The data spans tests on material from around 70 different heats and 30 different melts. Around one fourth of the data was obtained from cold worked material, the rest was obtained on cold worked + aged (800 °C, 2 h) material.

The data are graphically presented in log-log graphs. The creep rate data is fit with a sinh correlation, the time to rupture data is fit with a modified exponential function through the Larson-Miller parameter. Local equivalent parameters to Norton’s law are calculated and compared to literature values for these types of steels and related to possible creep mechanisms. Some time to rupture data above 950 °C is compared to literature dynamic recrystallization data. Time to rupture data between 600 and 750 °C is also compared to literature data from 316 steel. Time to rupture was correlated directly to creep rate with the Monkman-Grant relationship at different temperatures.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Austenitic stainless steels have long been a favored choice for fast reactor cladding material due to good creep resistance, high-temperature mechanical strength and ductility, and established fabrication technology. In the early prototype sodium-cooled fast breeder reactors, AISI 316 was commonly used as fuel cladding material [1]. It was soon discovered, however, that AISI 316 is highly susceptible to void swelling under fast neutron irradiation and from the mid-1960’s, various research programs were conducted to improve its swelling resistance. The German-Belgian-Netherlands consortium (DeBeNe) studied initially Nb-stabilized alloys. The development by Sandvik (Sweden) of a Ti-stabilized austenitic steel (12R72HV) with high creep resistance, and indications of limited swelling and He embrittlement under neutron irradiation [2,3], triggered the interest to include also Ti-stabilized cladding materials in the research program. Around 1970, four candidate fuel cladding steels were investigated: Nb-stabilized DIN 1.4988, DIN 1.4981 and DIN 1.4961 and Ti-stabilized DIN 1.4970. From the mid-1970’s, it was well-established that the Ti-stabilized DIN 1.4970 had
a superior swelling resistance compared to the other alloys. Further work was from then on focussing on metallurgical optimization: degree of cold work and annealing times and temperatures to further reduce irradiation swelling [4–9]. In other countries, similar efforts were made to develop swelling-resistant austenitic steels, leading to quite similar results: 15–15Ti/AlMn in France [10–12], D9 in the US [13] and India [14], and JPCA/PNC316 in Japan [15–17]. A review of the historical developments of the DIN 1.4970 steel as structural material for fuel elements has been published by Bergmann et al., in 2003 [9].

When Ti is added to the steel as stabilizer, it forms fine TiC precipitates and thus effectively binds the free carbon. The absence of dissolved carbon eliminates the formation of chromium carbides and hence reduces the corrosion sensitization of grain boundaries. Under appropriate annealing conditions, fine, nm-sized TiC precipitates form which act as defect recombination centers during irradiation and, together with other minor alloying elements, such as Si, proved to be beneficial against irradiation-induced effects, in particular void swelling [8,11,18,19]. The fine tuning of the alloy composition led to gradual improvements of its behavior under irradiation.

Fuel pins made of austenitic stainless steel have been irradiated to dpa level exceeding 150 dpa without failure [20] but maximum dose for safe operation is probably limited to 120 dpa (embrittlement limit due to excessive swelling) [21].

The excellent resistance to radiation-induced swelling of ferritic/martensitic steels and ferritic oxide dispersion strengthened alloys [22–26] makes them appealing when very high neutron doses (>120 dpa [27]). Compared to the stabilized austenitic steels, the ferritic/martensitic steels or ODS alloys still face serious challenges for widespread use: limited creep resistance for the former, difficult fabrication and limited experience for the latter. Additionally, they may experience liquid metal embrittlement in certain coolants such as lead-bismuth [28]. It is therefore not surprising that optimized austenitic steels remain the materials of choice for the first cores of several Gen IV reactor projects [27], hence the current renewed interest in the knowledge accumulated on these steels.

For reactor designers, reliable creep correlations derived from actual cladding tubes are essential to define safe operation margins. The experimental data set should furthermore be sufficiently extensive to account for heat-to-heat variations and to cover the inherent scatter encountered in creep experiments. Under the DeBeNe consortium, more than a thousand biaxial creep tests were performed, spanning two decades of work. Yet, the results were in danger of being lost: their records only existed in a few paper archives. The Interatom Data Base is also no longer available. Some data was preserved in an online database maintained by the European Commission [29]. To avoid repeating long-term, costly experiments and to preserve what has been done in the past, it is of great importance for the nuclear community to revive existing datasets while they are still available. It is the purpose of this paper to present and review the existing datasets on creep properties of DIN 1.4970 cladding tubes in the unirradiated condition obtained by the DeBeNe consortium during the development of KNK II, SNR-300 and SNR-2/EFR reactors.

2. Material and methods

2.1. Thermo-mechanical treatments and microstructure

More than 40 heats of the 1.4970 steel have been produced by different manufacturers during the DeBeNe R&D program to manufacture tubes. Other products such as bars and plates were also produced [31] but the present work only focuses on tubes. The steel was generally prepared by melting scrap steel in an induction furnace and remelting it under vacuum (by Vacuum Arc Remelting (VAR) or by Electroslag Remelting (ESR)) to achieve the requested high levels of purity. The chemical composition is listed in Table 1.

The procedure used for processing ingots into billets and hollows was up to the manufacturer as long as homogeneity with respect to chemical composition could be guaranteed and that non-metallic inclusions and TiC primary precipitates were within specifications. The final step in billet production is a homogenization heat treatment typically at 1200 °C for at least 12 h to bring Ti and C back in solid solution. Hollows from which the tubes are drawn, are made by peel turning and deep boring.

The tubes are obtained through a series of plug-drawing steps, each preceded by a short solution-annal around 1100 °C for a few minutes in a continuous furnace. The last plug-drawing determine the cold work level defined as the reduction in cross-section. In the aged state, a final ageing treatment around 800 °C during 2 h was applied after the last cold-drawing.

Cladding tubes so obtained are fine-grained (grain size < 50 μm), contain M23C6 precipitates at grain boundaries (improving creep resistance by hindering grain boundary sliding [32]) and coarse ‘primary’ TiC precipitates (diameter > 50 nm). During aging, fine ‘secondary’ TiC precipitates (diameter < 20 nm) nucleate at high temperature (>600 °C [33]) on defects introduced during the final cold working [17,34–36]. The fine TiC precipitates are particularly resistant to temperature-driven coarsening and, by pinning dislocation motion, are critical in improving creep properties [17,36–45]. Also, it was found that they similarly nucleated under in-reactor conditions at high temperature (>500 °C under irradiation [19]) on cold-worked steel. Swelling resistance of non-aged cold-worked steel was found to be better so the ageing treatment at 800 °C was abandoned in the later stages of the Fast Reactor (FR) development programs. As will be shown later, tubes in the cold worked or cold worked + aged states show similar creep properties, both being significantly better than the solution annealed state [46]. Almost all creep tests performed during the DeBeNe program were performed on tubes with the following two thermo-mechanical (TM) treatments:

- **TM1:** Solution anneal (~1060–1150 °C, 5–10 min) + cold work 15–25% + aging (800 °C, 2 h)
- **TM2:** Solution anneal (~1060–1150 °C, 5–10 min) + cold work 15–25%

In the following TM1 tubes will be referred to as cold worked + aged (cw + aged) and TM2 as cold worked (cw).

2.2. Dataset content

Close to 1150 tubes have been tested for biaxial creep over the course of the DeBeNe R&D program [30]. Creep tests were performed at different institutions of the DeBeNe consortium, some in parallel with irradiation experiments and others to qualify fuel pin cladding material. Besides the determination of the baseline creep properties and the uncertainty quantification for design purposes, creep tests were often applied to identify abnormal fabrication and served, as such, as an acceptance test including also the qualification of plug welding.

In 1974, based on the results available to that date, cw + aged DIN 1.4970 was selected for the first core (MkIa) of the 4SNR-300 sodium-cooled fast reactor for a target dose of 65 dpa [47]. However, ongoing irradiation experiments with cold worked material showed better resistance to swelling [30,48] by delaying its onset compared to the aged state. These results led to the selection of cw DIN 1.4970 as the reference state for the second core (MkII).
Accordingly, creep tests were performed on cw + aged tubes in the early part of the fast reactor program (1968–1980) and on cw cladding tubes in a later stage (1975–1990). In the present paper data obtained on both TM states are presented. Data analysis focuses mostly on the cw state which is the reference TM state for cladding tubes today.

The large majority of bi-axial creep and creep-rupture tests were performed between 600 and 750 °C. Some creep-rupture tests were performed at higher temperature up to 1050 °C [49].

The data presented in this paper contain results of tests performed on several cladding tube dimensions given in Table 2. It is assumed that the slight geometrical variations between some of the tests are not impairing the comparison of tests results since the ratio between outer diameter and inner diameter was nearly identical for all tube dimensions [50]. The total number of tubes tested for each dimensions and in function of the final TM state is detailed in Table 2.

### 2.3. Creep test method

Creep tests of pressurized tubes were performed to determine creep straining in function of time and/or to determine the time to rupture. Tubes were installed in the cold furnace, then heated to the desired temperature over the course of about 1 day. Then, tubes were pressurized by connecting to an Ar tank. Pressure and temperature were held constant and were monitored throughout the experiment. The tube diameter expansion was measured with quartz probes placed on both sides of the tube at regular time intervals (no continuous measuring was performed). Rupture was detected by a sudden drop in pressure.

Creep rate was reported as the average creep rate determined at 0.2% deformation using the relation $\dot{\varepsilon} = 0.2%/0.2\%$, where $\dot{\varepsilon}$ is the average creep rate and $0.2\%$ is the time needed to reach 0.2% deformation. Elastic deformation from the initial pressurization was subtracted from the total strain. Such definition of creep rate gives a slightly higher value than the steady-state creep rate because it includes primary creep. Stress was reported as the Von Mises equivalent stress at mid-wall given by $\sigma_{\text{Von Mises}} = \sqrt{\frac{3}{2} \sigma_{h}^2}$ where $\sigma_{h}$ is the hoop stress at mid-wall. Changes of the stress state during the different creep phases were assumed to be negligible.

Five temperatures were thoroughly investigated for creep rate and rupture life: 600, 650, 675, 700 and 750 °C with the largest number of experiments performed at 700 °C. Rupture life was determined for a few cw + aged tubes at 800, 850 and 950 °C, as well as for a few cw tubes at 950, 1000 and 1050 °C [51].

### 2.4. Data fitting

Normally, literature analyses and correlates only steady state creep rate data. Unfortunately, original creep curves have been lost; only $\dot{\varepsilon}_{0.2\%}$ is still available. Still, different correlations from the literature such as a sinh law were fit to the available data using the scipy optimize package [52], delivered with the Python 3.5 Anaconda distribution. The library performs least squares optimization using the Levenberg-Marquardt algorithm. Other libraries in this distribution, such as pandas and matplotlib [53,54], were used for data processing and plotting.

### 3. Results

#### 3.1. Creep rate

Fig. 1 shows the complete dataset of creep rates in function of equivalent stress obtained from biaxial creep experiments on DIN 14970 pressurized tubes in cw and cw + aged state. For each temperature a separate plot is provided but all plots share the same X and Y scales. Data obtained on cw + aged and cw tubes are represented by open and filled markers, respectively.

Both cw + aged and cw tubes show a large spread in creep rate, especially at 700 °C. This may simply reflect the large number of tests conducted and the large number of heats represented at this temperature. The spread on the cw + aged tubes appears slightly larger than on the cw tubes. This may simply be the result of the larger dataset of the former but may also reflect variability in which the ageing was carried out: heating rate, temperature control, timing and cooling rate. Different heats with slightly different chemical compositions may undergo significantly different microstructural evolution under ageing, which may affect the creep rate. Lastly, aged heats were also produced earlier than cw heats, so there may have been less control over the production process.

Creep rates for aged and cw tubes follow the same trend, except at 750 °C where the aged tubes show a higher creep rate. At these temperatures, a complicated mix of co-dependent microstructural changes is occurring in the material during the test, including precipitation of TiC nanoprecipitates and dynamic recovery. It is possible that in the aged material, the nanoprecipitates are larger and less numerous than those nucleated during the test in the cw material. This could help explain an improved creep resistance of the cw material, though this can’t be verified since no microstructural information on the test samples is available.

#### 3.2. Data fitting

Creep data in the stress temperature regime where deformation rate is controlled by dislocation climb is typically considered within the so-called power-law regime. The creep rate data in this database spans the homologous temperature range of 0.5–0.6 and shear modulus normalized stress range of 8 × 10⁻⁴ - 3 × 10⁻³. Comparing this range to the deformation map for 50 μm grain size 316 steel found in Ref. [55], the data presented lies predominantly in the power-law regime.

Power law creep is often described by the semi-empirical
Norton-law \[56\], given by Equation (1).

\[ \dot{\varepsilon}_{EQ} = C \sigma_{EQ}^{n} e^{-E/RT} \]  

where \( \dot{\varepsilon}_{EQ} \) = equivalent (Von Mises) hoop creep rate \([h^{-1}]\) 
\( \sigma_{EQ} \) = equivalent hoop stress \([MPa]\) 
\( E \) = activation energy \([J/mol]\) 
\( R \) = gas constant \(= 8.314 \, [J/(mol.K)]\) 
\( T \) = temperature \([K]\)
n = stress exponent [\(1\)]
C = constant [\(\text{[h}^{-1}\text{MPa}^{-1}]\)]

In \(\ln \dot{\varepsilon}_E - \ln \sigma_E - \frac{1}{T}\) space this equation yields a plane with constant partial derivatives given by Equations (2) and (3).

\[
\frac{\partial \ln \dot{\varepsilon}_E}{\partial \ln \sigma_E} = n \tag{2}
\]

\[
\frac{\partial \ln \dot{\varepsilon}_E}{\partial (1/T)} = -\frac{E}{R} \tag{3}
\]

However, the data presented in Fig. 1 can’t be modelled by a plane: there appears to be a kink dividing the data in two different regimes with two different stress exponents. The literature on thermal creep proposes many explanations for a changing stress exponent \(n\). There is general agreement that most pure metals and alloys have dislocation climb controlled regime with a stress exponent of \(n = 5\). At low stress, alloys can show a viscous glide regime with a stress exponent of around \(n = 3\). At very high stress, the data no longer fits Norton’s law and the stress exponent continues to increase with stress; this is the PLB or power law breakdown regime. Whether all alloys show a transition from 3 to 5 to 7 is still debated.

Since there is a large spread on the data, it isn’t obvious whether transitions happen gradually or abruptly, and whether the data should be partitioned. The approach adopted here is to fit a continuous function modified from literature with as good as possible fit, then analyse the result with reference to Norton’s law. One approach to deal with PLB is using a sinh function [56]. It was observed that the correlation from the literature yielded inadequate fitting especially at higher temperatures, therefore various polynomials of \(T\) and \(\sigma\) were tried in place of \(\beta\) and \(E\). It was found that a good fit could be achieved by representing \(\beta\) as a constant and \(E\) as a quadratic function of \(T\); adding extra terms did not appear to significantly improve the fit. The sinh function with variable activation energy that was chosen to be fit to the data is shown in Equation (4).

\[
\dot{\varepsilon}_E = \sinh(\beta \sigma_E) \exp \left(\frac{E}{RT}\right) \tag{4}
\]

where
\[
\dot{\varepsilon}_E = \text{equivalent (Von Mises) hoop creep rate [h}^{-1}\text{]} \]
\(\sigma_E = \text{equivalent hoop stress [MPa]}\)
\(E = \text{activation energy [J/mol]}\)
\(R = \text{gas constant} = 8.314 \text{[J/(mol.K)]}\)
\(T = \text{temperature [K]}\)
\(n = \text{stress exponent [\(1\)]}\)
\(\beta = \text{constant [MPa}^{-1}\text{]}\)

The 5 optimizable parameters are \(\beta\), \(n\) and \(E_{1-3}\). Note that \(\dot{\varepsilon}_E^{\beta}\) is equivalent to a constant scaling factor in the equation. Numerical least squares optimization was performed only for the cw creep rate dataset, since it is the reference material; the cw + aged data points are represented in the figures for comparison. The optimization problem is then expressed as finding the minimum of sum of the squared residuals as stated in the following objective function:

\[
\text{error} = \sum_{i=1}^{m} \left(\ln \dot{\varepsilon}_i - \ln \dot{\varepsilon}_E(r_i, T_i)\right)^2 = m\sigma_p^2 \tag{5}
\]

where
\[
\dot{\varepsilon}_E = \text{equivalent (Von Mises) hoop creep rate [h}^{-1}\text{]} as calculated by equation [4].}
\(\dot{\varepsilon}_i = \text{equivalent (Von Mises) hoop creep rate [h}^{-1}\text{]} measured in datapoint } i\)
\(\sigma_i = \text{equivalent hoop stress [MPa] for datapoint } i\)
\(T_i = \text{temperature [K] for datapoint } i\)
\(m = \text{the total number of cw data points}\)
\(\sigma_p = \text{standard deviation of the residuals assuming the mean of the residuals will be 0}\)

It was chosen to represent the residuals as the difference between the natural logarithm of the creep rate and the logarithm of the fitting function, because the spread in the data increases exponentially with the creep rate. The standard deviation \(\sigma_p\) of the residuals, was taken as a measure of spread on the data. A 95% confidence interval is calculated from the spread in the data and the uncertainty of the fitting \(\sigma_f\) as expressed in Equation (6) [57]. Near the data, the spread of the data dominates the uncertainty, further from the data the uncertainty on the fitting dominates. These confidence intervals are displayed as colored bands in Fig. 1.

\[
95\% \text{ conf.} = \pm 2\sigma_p
\]

\[
\sigma_p = \sqrt{\sigma_f^2 + \sigma_y^2}
\]

\[
\sigma_f = \sqrt{\sum_{j=1}^{p} \sum_{k=1}^{p} \frac{\partial \ln \dot{\varepsilon}_E}{\partial a_j} \frac{\partial \ln \dot{\varepsilon}_E}{\partial a_k} \\ 
\text{where}
\]

\(\sigma_p = \text{uncertainty (standard deviation) on a prediction}\)
\(\sigma_f = \text{uncertainty (standard deviation) on the fitting function}\)
\(p = \text{total number of fitting parameters}\)
\(a_j = j\text{th fitting parameter}\)
\(\sigma_{jk} = \text{element } jk\text{ in the covariance matrix}\)

The optimized parameters from Equation [4] are given in Table 3. An estimate of the uncertainty on each fitting parameter was obtained from the diagonal elements \((\sigma_{jk}, j = k)\) of the covariance matrix [57]. Extra significant digits are reported between brackets so that readers can reproduce the plotted correlation. Equation [4] with optimized parameters is plotted in Fig. 1.

<table>
<thead>
<tr>
<th>Table 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fitting parameters for equation [1] to describe creep rate.</td>
</tr>
<tr>
<td>(\beta) [MPa(^{-1})]</td>
</tr>
<tr>
<td>(n) [(1)]</td>
</tr>
<tr>
<td>(E_1) [J mol(^{-1})]</td>
</tr>
<tr>
<td>(E_2) [J mol(^{-1}) K(^{-1})]</td>
</tr>
<tr>
<td>(E_3) [J mol(^{-1}) K(^{-1})]</td>
</tr>
<tr>
<td>(\sigma_p)</td>
</tr>
</tbody>
</table>

3.3. Time-to-rupture

Some creep tests on pressurized tubes were continued until rupture occurred to record time-to-rupture. Although the bulk of available data spans the 600–750 °C range, a few dedicated tests
were performed at higher temperature: 800 °C, 850 °C and 950 °C for cw + aged specimens and 950 °C, 1000 °C and 1050 °C for cw tubes [49]. From here on out, data above 750 °C will be referred to as high temperature data; the rest is low temperature data. Results are compiled in Fig. 2. Time to rupture is plotted against von Mises equivalent stress at mid-wall on a log-log graph. Data obtained on cw + aged and cw tubes are represented by hollow and filled symbols, respectively. Time to rupture decreases as temperature and stress are increased. Similarly to creep rate, there is a large spread on the data. The spread on the data for cw + aged material is again larger than the spread on data for cw material. At higher temperatures, time to rupture appears much lower for the cw + aged material than would be expected for the cw material, though data is limited. The curvature of the data at low temperature and high stress is again indicative of PLB.

Assuming that the material has some constant failure strain and creep strain is mostly linear in time, the inverse of time to rupture should follow a similar evolution as the creep rate. However, a similar fitting procedure, using a sinh function with modified parameters was not successful on this dataset. The main cause is the cluster of data points demonstrating large scatter at 700 °C; if the fitting function passed through the middle of this data cluster, the function no longer fit the data at 750 °C and vice versa. Secondly, the data at high temperature and low stress could not be overlapped between the data in terms of stress or time to rupture, the high temperature data was fit separately from the rest of the data.

To facilitate fitting, the number of dimensions was reduced from 3 to 2 through the Larson-Miller parameter as given by Equation (7) [60].

\[
P = T(C + \log_{10}t_r)10^{-3}
\]

where

- \( P \) = Larson-miller parameter
- \( T \) = Temperature [K]
- \( t_r \) = Time to rupture [hours]
- \( C \) = Larson-Miller constant

The \( \log_{10}\sigma_{EQ} - P \) plot and correlations are shown in Fig. 3. The data was split in a high temperature regime and a low temperature regime and fit separately. The low temperature data appears linear at modest stresses (100 MPa) but becomes increasingly non-linear with increasing stress. To model this behavior, a function as seen in Equation (8) was chosen.

\[
P = \left( \frac{A_1}{A_2} \right) \left( \log_{10}\sigma_{EQ} - A_2 \right) + 1 \left( 1 + A_3 - e^{A_4(\log_{10}\sigma_{EQ} - A_2)} \right)
\]

At low stress, this equation is almost linear, at high stress the exponential factor dominates. High temperature data looks perfectly linear, therefore an equation as seen in Equation (9) was chosen to model the data.

\[
P = B_1 \log_{10}\sigma_{EQ} + B_2
\]

As before for creep rate, only data from cw tubes was used for the fitting. The \( C \) constant was optimized by running the low temperature optimization about 10 times at different \( C \) on an ever decreasing interval and so zooming in on the \( C \) where the fitting error was minimized. This was done until the optimal \( C \) was determined accurate to one digit after the decimal. The optimal \( C \) was found to be optimal was 17.6; the same \( C \) was used for both regimes. The optimized parameters for the low and high temperature correlations are given in Table 4 and Table 5 respectively. From these correlations, the curves in Fig. 2 were calculated. Uncertainty intervals, calculated analogously to Equation (6), are shown in Fig. 3. They are not drawn in Fig. 2 to keep the figure readable.

The low temperature correlation underestimates the rupture time at 750 °C as can be seen in Fig. 2. This is because the cluster of data at 700 °C weighs heavily in the optimization, and this pulls down the slope of the linear part of the curve in Fig. 3. This makes for a very conservative correlation, and is recommended for temperatures between 750 and 950 °C until more data becomes available.

### 3.4. Monkman-Grant relationship

Plotting the time to rupture versus the creep rate yields the plot in Fig. 4. Data for both creep rate and time to rupture on the same specimens was available only at 600, 650, 700 and 750 °C. In the plots at all temperatures, the relationship looks quite linear. At

![Fig. 2. Rupture life of cw (filled symbols) and cw + aged (hollow symbols) in function of equivalent mid-wall stress at different temperatures [59].](Image)

![Fig. 3. Larson-Miller parameter correlated with equivalent stress.](Image)
600 °C, the creep rate for cw + aged material seems slightly lower for the same time to rupture of cw material, while the opposite is true at 750 °C. This seems to imply that the failure strain for the cw + aged material is lower than the cw material at low temperature, and higher at elevated temperatures.

To model the linear relationship, it was decided to fit the data according to the Monkman-Grant relationship [61]:

\[
(\dot{\epsilon}_{EQ})^A \cdot \dot{r}_E = \text{constant} \Leftrightarrow \ln(\dot{r}_E) = -A \ln(\dot{\epsilon}_{EQ}) + B
\]

(10)

Table 4
Fitting parameters for low temperature (T ≤ 750 °C) Larson-Miller correlation (Equation (8)). Valid for \(\sigma_{EQ}\) expressed in MPa and \(C = 176\).

| A1       | -0.780 ± 0.2  |
| A2       | 2.305 ± 0.2   |
| A3       | 19.512 ± 1    |
| A4       | 5.196 ± 3     |
| \(\sigma_f\) | 0.20         |

Table 5
Fitting parameters for high temperature (T > 750 °C) Larson-Miller correlation (Equation (8)). Valid for \(\sigma_{EQ}\) expressed in MPa and \(C = 176\).

| B1       | -6.117 ± 0.3  |
| B2       | 31.788 ± 0.4  |
| \(\sigma_f\) | 0.04         |

Table 6
Linear fitting parameters for the Monkman-Grant relationship fitting.

<table>
<thead>
<tr>
<th>T (°C)</th>
<th>A</th>
<th>B</th>
<th>(\sigma_f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>600</td>
<td>1.4(504) ± 2</td>
<td>-6.292 ± 2</td>
<td>0.55</td>
</tr>
<tr>
<td>650</td>
<td>1.4(501) ± 0.3</td>
<td>-6.511 ± 2</td>
<td>0.37</td>
</tr>
<tr>
<td>700</td>
<td>0.61(24) ± 0.05</td>
<td>0.3(021) ± 0.6</td>
<td>0.42</td>
</tr>
<tr>
<td>750</td>
<td>1.1(218) ± 0.2</td>
<td>-5.089 ± 2</td>
<td>0.34</td>
</tr>
</tbody>
</table>

Fig. 4. Time to rupture versus creep rate for cw tubes (closed markers) and aged tubes (open markers). Dataset for cw tubes was fitted according to the Monkman-Grant relationship (full line) and the corresponding 95% confidence intervals have been determined (colored band).
A and B are temperature dependent constants to be determined. Again, fitting was performed only on data for 
CW material. The results are given in Table 6 and plotted in Fig. 4. No simple relationship was found between
the constants A and B and the temperature, therefore this relationship is difficult to extend to other temperatures.

The constant A is significantly lower at 700 °C compared to the other temperatures. However, only at this temperature were rupture times measured for very low creep rates (less than 10 \(^{-7}\) h\(^{-1}\)). Data at higher creep rates seems to show a slightly steeper slope. Still, least squares fitting of the data at 700 °C where creep rate > 10 \(^{-5}\) h\(^{-1}\) yields A = 0.9 which is still significantly smaller than the slope at other temperatures. This could potentially be attributed to the high scatter.

4. Discussion

4.1. Creep rate and time to rupture (\(T \leq 750\) °C)

As stated above, in \(\ln\varepsilon_{\text{EQ}} = \ln \sigma_{\text{EQ}} - 1/T\) or in \(\ln \varepsilon_{\text{EQ}} = \ln \sigma_{\text{EQ}} - 1/T\) space, a tangent plane to the correlations in one point can be thought of as a local fitting of Norton’s law. The evolution of the \(n\) and \(E\) parameters in Norton’s equation (Equation (1)) are plot as contour plots in Fig. 5 a) and b) for the creep rate correlation (Equation (4)) as well as the low temperature time to rupture correlation (Equation (8)) in Fig. 6. All the CW data points are projected onto the \(\sigma_{\text{EQ}} - T\) plane to illustrate in which regime the points approximately fall.

Caution should be exercised when interpreting these contour plots as they are prone to artefacts from the fitting. Firstly, due to the uncertainty in the fitting parameters, there is an uncertainty to the predicted gradient as well. This influences the actual values of \(n\) and \(E\), as well as how widely spaced the contour lines are. Secondly, the choice of fitting function has a large impact on the shape of the contour lines. For example, in the Larson Miller correlation it is mathematically impossible for \(E\) to vary with temperature, but it can vary significantly with stress. The contour plots of \(E\) are also expected to be much more unreliable than those of \(n\). Whereas the evolution of \(n\) with stress is very obvious from Figs. 1 and 2, the evolution of \(E\) can not so easily be deduced. Despite the complex correlation for time to rupture, the calculated \(E\) appears to vary only slightly over the domain, indicating the contour lines could easily look completely different if a different fitting function were used. In addition, the fact that only 4 or 5 temperatures were sampled means that the data can be easily overfit in this variable. This is apparent in Fig. 5 b), where the selection of a quadratic polynomial in the exponential factor results in a rather drastically varying \(E\).

Despite the draw-backs of these plots, a few observations can be made. From the creep rate correlation, it is evident that the stress exponent is around 3 at low stresses, indicative of a viscous glide regime. In the time to rupture correlation this is not the case, but this is most likely due to the cluster of data at 700 °C that pulls down the stress exponent. Therefore, in this correlation, the expected linear part in the \(\ln 1/T = \ln \sigma_{\text{EQ}}\) plot is not correctly modelled. Also in the PLB regime, \(n\) accelerates when moving towards higher stresses, which is due to the selection of an exponential in the Larson-Miller plot as opposed to a sinh. Despite the very different evolution of the stress exponent, the plots agree that the \(n\) of the data at 200 MPa is around 7. From literature, this is also generally seen as the upper limit of the power-law regime. Indeed in Fig. 1 it appears the slope in the data changes most drastically around 200 MPa.

As was mentioned, the apparent activation energy \(E\) in the creep rate correlation increases quadratically with temperature. While for this dataset, the quality of fit is excellent, caution must be exercised when extrapolating to higher temperatures, because an ever increasing apparent activation energy may cause the creep rate to be underestimated at higher temperature. The literature does not provide an adequate explanation for what could cause a change in activation energy. There are reports that \(E\) should be lower at very low temperatures, but at least in pure metals it is expected to remain the same above 0.6 homologous temperature [56]. Possibly an evolution in apparent activation energy could be explained by the precipitation behavior of this material. At the temperatures at which these creep tests were conducted, TiC nanoprecipitates nucleate on the dislocations [33], and their nucleation and growth kinetics are highly dependent on temperature. Nanoprecipitates are obstacles to the movement of dislocations so they could have a complicated influence on the creep behavior at different temperatures.

For the time to rupture correlation, the apparent activation energy is of the same order as 300 kJ/mol, the activation energy for self-diffusion in austenite [62], which is the expected activation energy for creep processes around 0.6 homologous temperature [56]. This dataset is not suitable for deriving accurate values of

![Fig. 5. Contour plots of a) \(n\) and b) \(E\) parameters of tangent planes in \(\ln\varepsilon_{\text{EQ}} = \ln \sigma_{\text{EQ}} - 1/T\) space to the creep rate correlation in Equation (1).](image-url)
fundamental parameters however. Firstly, there is a severe clustering of points at certain conditions and almost no data at other conditions. For an accurate determination of the Larson Miller parameter for example, data is necessary where the stress is kept constant and only the temperature is varied. The non-ideal distribution of data also makes accurate fitting much harder. Less accurate fitting means a less accurate estimate of $E$ and $n$.

Secondly, a theoretical treaty of creep is only valid for the secondary steady-state deformation regime. Creep rate was reported as $\dot{\varepsilon}_{0.2\%} = 0.2\%/t_{0.2\%}$; $t_{0.2\%}$ includes the primary non-linear deformation regime. For designers, this may be a conservative way to define creep rate - $\dot{\varepsilon}_{0.2\%}$ will always overestimate the steady state creep rate as can be seen in Fig. 7. However, this way of defining creep rate will make fitted materials constants less representative, because the size of the primary creep regime also depends on the stress. This will make $\dot{\varepsilon}_{0.2\%}$ deviate more from $\dot{\varepsilon}$ at higher stresses. Again, this can be desirable for designing for accidental scenarios, as the creep rate estimate becomes more safe at higher stress.

There are other advantages to using $\dot{\varepsilon}_{0.2\%}$. Firstly, it simplifies a measurement, as only the time at 0.2% deformation needed to be recorded; no data treatment to determine the onset of secondary creep was necessary. Secondly, it allowed for a high throughput and consistent data treatment.

Fig. 6. Contour plots of a) $n$ and b) $E$ parameters of tangent planes in $\ln \frac{1}{\varepsilon} - \ln \sigma_{eq}$ space to the low temperature time to rupture correlation in Equation (8).
4.2. Time to rupture \((T > 750 \, ^\circ C)\) and dynamic recrystallization

The high temperature data looked completely separate from the rest of the data and this is most likely due to dynamic recrystallization which becomes active as a new restoring mechanism at these elevated temperatures. Fig. 8 shows the contour plots of the apparent \(n\) and \(E\) for the correlation that was fit to this set of data. The same reservations about the interpretation of these contour plots apply. Due to the choice of fitting through the Larson Miller parameter, \(n\) varies slightly with temperature and \(E\) varies slightly with stress. Because the variation of both parameters over the domain is so slight this can be attributed entirely to being an artifact from the choice of fitting the data through the Larson Miller parameter. In fact, simply fitting Norton’s law to the data yields \(n = 4.7 \pm 0.2\) and \(E = 4.3 \pm 0.3 \times 10^5\) J/mol, about the average of what is found in the contour plots of Fig. 8.

To confirm that the active restoring mechanism at high temperature is dynamic recrystallization, the data was compared to that of Sarkar et al. [59]. These authors performed tensile tests on D9 material, a very similar material to DIN 1.4970, at temperatures between 900 and 1200 \(^\circ C\), and report the steady state stress for different applied deformation rates. In theory, the time to rupture should be related to the stress and temperature in a similar way the inverse of the steady state deformation rate is related to steady state stress and temperature.

Fig. 9 shows the steady state stress plotted versus the creep rate on a log-log plot. Norton’s law (Equation (1)) was fit to this data, and isothermal sections are plotted as lines to compare the fit to the data. The fit is not perfect but the expected scatter in this dataset is known as there is only one point per condition. This fitting yields \(n = 5.1 \pm 0.4\) and \(E = 3.2 \pm 0.3 \times 10^5\) J/mol. The fact that the value for \(n\) is so close to the value found for time to rupture is an indication that dynamic recrystallization is indeed the main restoration mechanism in the high temperature time to rupture tests.

4.3. Heat-to-heat variations

The dataset is characterized by the large number of heats tested. A heat is defined as a batch of tubes made from the same melt, according to the same fabrication process and submitted to the same final thermo-mechanical treatments. One of the reasons a high number of heats was tested was to identify the scatter due to heat to heat variations. In particular the following material and processing parameters may differ between individual heats and will thus contribute to the scatter observed in the creep test results:

- Different temperatures/times for the solution anneal [63].
- Different heating and cooling rates between heat treatments [64].
- Variations in the amount of residual cold work [65,66].
- Minor variations in chemical composition [38,67].
- Differences in grains size and texturing [65,68].
- Difference in precipitates and non-metallic inclusions contents [17,36–44].

Each of the material parameters may be influenced by fabrication routes/processes used by a manufacturer, the quality of the starting material, the level of detail and allowed ranges for material specifications. Different creep testing devices at different institutes have been employed to obtain the dataset. Although the procedure and set-up was identical in principle, the use of different apparatuses added to the observed scatter [69]. A ‘heat scatter effect’ analysis was attempted by plotting creep data identified by their heat as shown in Fig. 10 – a) for creep rate data at 700 \(^\circ C\). Each heat is indicated by a unique marker. Though some heats appear to cluster together, others show exceedingly large scatter. Creep rate and time to rupture data at other temperatures show similar trends: scatter within a single heat can be larger than scatter between several heats. There are in the present database too many missing control parameters to draw conclusions of the heat effect.

Other process parameters for which sufficient information was
recorded, are: solution annealing temperature, cold work level and melt number. Fig. 10b), c) and d) show the creep rate data at 700 °C now separated according to these parameters. Also for these parameters, there is no obvious trend in the data.

4.4. Comparison with non-stabilized 316 cladding tube

Fig. 11 shows a comparison of the DIN 1.4970 data with published creep-rupture data obtained on AISI 316 cw stainless steel pressurized cladding (manufactured for the experimental fast breeder reactor Joyo [70]). Data at 600, 650, 700 and 750 °C are compared. Hollow symbols correspond to the data obtained on AISI 316 cw whereas filled symbols correspond to the DIN 1.4970 cw data. Different temperatures are represented on different sub-plots. The correlation with 2σ uncertainty band is also plotted. Equation (8) was also fit to the 316 cw data as done before on the DIN 1.4970 data, and plotted as dashed lines. The same procedure was followed: the optimal Larson Miller constant in this case was $C = 11.5$. The fitting parameters are given in Table 7. The uncertainty on the fitting parameters is huge because the spread on the data can be even bigger than in the 1.4970 case, and there is less data. Visually, the transition from power law to PLB is completely masked by the noise in the data. It does not even look like there is a linear part to the data at all.

The improved creep rupture life of DIN 1.4970 cw cladding tubes is obvious compared to their AISI 316 cw counterparts; AISI 316 cw data lie mostly below the uncertainty interval. To get a sense of the difference in rupture time, the ratio of time to rupture of DIN 1.4970 and 316 based on the correlations derived earlier was plotted in Fig. 12 between 100 and 250 MPa for different temperatures. In this range, time to rupture of DIN 1.4970 can be expected to be between one to two order of magnitudes better than the time to rupture of
Only between these boundaries does the comparison appear reliable; the fact that the trend seems to reverse at low stress is an artifact due to the large clustering of data at 700 °C, which causes the slope of the DIN 1.4970 curve to be exaggerated as was discussed earlier. The 316 time to rupture correlation crosses the correlation for time to rupture of DIN 1.4970 at low stresses, making it appear as if 316 achieves a better rupture time; this is clearly not reflected in the data. At high stresses, the large scatter in 316 data makes an accurate extrapolation impossible. Because the predicted slope in the data of 316 steel differs from the slope of DIN 1.4970 data, the curves could again intersect, leading to erroneous predictions. The decreasing difference of time to rupture with temperatures does not appear to be an artifact, as is evidenced by the 1.4970 and 316 data clouds approaching as temperature increases. This may indicate that the TiC nanoprecipitates are nucleating and growing during the creep test, and play a significant beneficial role in improving creep properties at lower temperatures. At higher temperatures, dislocations become increasingly mobile diminishing the effect of the nanoprecipitates as dislocation barriers.

### 4.5. Time to rupture design curves

The regression for the low temperature time to rupture data derived from the correlation of the Larson Miller parameter (Figs. 2 and 3, respectively) can be visualized in the form of design curves. Fig. 13 shows a logarithmic contour plot of the time to rupture plotted on the stress-temperature plane. The solid lines represent the correlation; the blue dashed lines represent the lower bound of...
of the R&D program more than 70 different heats of cladding tubes were manufactured and were systematically tested for creep as part of the material qualification. Creep tests were also performed as monitor experiment for in-pile irradiation experiments. In order to be able to perform more than a thousand creep and creep-rupture tests, large facilities using series of ovens running in parallel at several institutions were employed. The result is a database unique by the number of samples and heats tested. The confidence interval of the design correlations accounts for scatter introduced by different manufacturers, production processes and testing facilities. From the analysis of the database the following can be concluded:

- Ti-stabilized stainless steel DIN 1.4970 steel shows a better creep resistance compared to other austenitic steels such as Type 316. This can be explained by TiC nanoprecipitates nucleating during the creep test, which inhibits dislocation movement. The efficacy of the nanoprecipitates appears to decrease with temperature.

- No consistent difference was observed between tests of the cw and cw + aged state regarding creep resistance. There were no dedicated experiments on a single heat covering the same behaviour-temperature range to look for such effects.

- Creep rate and time-to-rupture data independently yielded comparable apparent stress exponents and activation energies that matched up with the three power law of viscous glide creep at low stresses and the self-diffusion activation energy respectively. For time to rupture the stress exponent was lower because the data cluster at 700 °C pushed down the slope of the correlation.

- There is a change in creep mechanism from power law to PLB occurring at stresses around 200 MPa. This is consistent in both the creep rate and time-to-rupture datasets. The threshold is clearly identified on the dataset at 700 °C for which a large range of stresses was investigated.

- High temperature time to rupture data is rather consistent with steady state dynamic recrystallization kinetics.

- Creep rate and creep-rupture tests from this dataset were not optimized to study the influence of specific parameters on creep due to the high number of varying parameters and possibly non-systematic testing conditions. However, from an engineering point of view, they represent a robust way to derive confidence intervals of great value to design. This paper has attempted to provide these confidence intervals.

5. Conclusions

A large amount of data was accumulated on thermal creep properties of the Ti stabilized austenitic steel, DIN 1.4970 considered as candidate cladding for the SNR300 reactor. Over the course

the 2σp confidence interval as calculated analogously to Equation (6). This contour plot shows in a very useful way how time to rupture is related to temperature and stress, and what the uncertainty is. A projection of the available data is also plotted onto the stress temperature plane to show where the correlation is supported by data and where it isn’t. The low temperature time to rupture correlation is conservative when extrapolating to higher temperatures/low stresses. The correlation approaches an asymptotic line in the log σeq − P plot, but the slope of this line is pushed down by the large data cluster at 700 °C, and doesn’t follow the apparent slope of the data at 750 °C. This means the time to rupture will be underestimated at low stress and high temperature.
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**Fig. 12.** Ratio of the correlated time to rupture for DIN 1.4970 and 316 data plotted over a range of stresses for different temperatures.

**Fig. 13.** Contour plot of time to rupture (hours) as predicted by the Larson Miller correlation on the equivalent stress − temperature plane. Solid lines represent the fitted function, dashed lines represent the -2σp boundary.
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